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Random matrix approach to deep learning

Abstract

In the mathematics of deep learning, random neural networks play
important roles in understanding the universal nature of deep neural
networks. Here, a random neural network is a neural network whose
parameter matrices are random. In particular, random NN's Jacobian
matrix is used for analyzing exploding/vanishing gradient problems, and
Fisher information matrix and neural tangent kernel are used for analyzing
learning dynamics. We introduce these matrices in this section.
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