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1 はじめに
自然言語の意味を計算的に扱うアプローチには，形式言語学
に基づく言語学的手法と，大規模データから知識を獲得する
ニューラル言語モデルに基づく手法が存在する．Neural DTS

は，前者のアプローチに基づく体系であり，依存型意味論 (DTS

[1])に基づく証明可能な意味の理論を中核に据えつつ，外部で
獲得される知識を推論に組み込むことで，言語機能と一般認
知過程の相互作用を理論的・計算的に明らかにすることを目
標とする研究プロジェクトである．その目標に向けて本論文
では，DTSに基づく証明構築の過程で必要となる概念間の包
含関係に関する世界知識を，双曲分類器を用いて動的に補完
する手法を提案・実装する．
2 先行研究
2.1 自然言語推論パイプライン
言語学的手法による自然言語推論システムの最新の研究の一
つとして，図 1のような，組み合わせ範疇文法 (CCG)[10][11]

を用いた統語解析器 lightblue1と，依存型理論 (DTT)[7]の部
分体系を用いた定理証明器wani [4][14]により構成される自然
言語推論システムが提唱されている [12]．

図 1: 自然言語推論パイプライン
入力としていくつかの前提文と仮説文が与えられると，まず

lightblueによって CCGを用いた統語解析，DTSを用いた意
味解析が行われる．次に，文の意味表示が typeという型を持
つか確認する型検査が行われた後，waniによる証明探索が行
われる．waniでは，前提文の意味表示を証明の前提とし，仮
説文の意味表示を結論とする証明項が存在するかどうかの証
明探索が行われる．証明探索の後，証明項が存在する場合に
はYes, 仮説文の否定の意味表示を導くための証明項が存在す
る場合には No, それ以外の場合 Unknownといった推論結果
を得ることができる．
2.2 Neural DTS

DTSは，DTTに基づく形式意味論の枠組みであるが，語彙
的な包含関係をはじめとする世界知識を公理として記述するコ
ストが実用上の課題として指摘されている．この課題に対し，
DTSとニューラル言語モデルを統合する枠組みとしてNeural

DTS [2][3]が提案された．Bekki et al.[2][3]では，Neural DTS

の数学的理論および学習アルゴリズムが提案されている．さ
らに，飯沼ら [15] はこの Neural DTSのプロトタイプ実装に
取り組み，MLPや NTN [9] を用いた実装がなされた．
3 双曲分類器の構築
本研究では Neural DTSの新たな手法として，依存型意味
論に基づく自然言語推論システムに，Hyperbolic Entailment

Cones[6]を用いた双曲分類器を統合する手法を提案する．

1https://github.com/DaisukeBekki/lightblue

3.1 双曲空間への埋め込みの利点
語彙的な上位語・下位語関係は階層的な木構造を持つ．この
ような構造では，深さが深くなるほどノード数が指数関数的に
増加するが，ユークリッド空間の空間領域は半径に対して多項
式的にしか増大しない．このため，低次元のユークリッド空間
ではノードを適切に配置できず，構造的歪みが生じる．対して
双曲空間は，半径に対して空間領域が指数関数的に拡大する性
質を持ち，低次元の空間でも，階層構造を極めて小さな歪みで埋
め込むことが可能である．特に，本研究で採用するHyperbolic

Entailment Conesは，概念を円錐として表現することで包含
という非対称な関係を幾何学的に定義でき，WordNet [5]を用
いた含意判定で高い性能が報告されている [6]．
3.2 埋め込みモデルの数学的定義
Hyperbolic Entailment Conesでは，ポアンカレ球体 Dn上
で各概念を円錐としてモデル化する．各概念 uの埋め込みベ
クトル u ∈ Dnに対し，上位概念としての広がりとしての抽象
度を反映する円錐の半頂角 ψ(u)は，学習可能な正のパラメー
タK を用いて以下のように定義される．

ψ(u) = sin−1

(
K · 1− ∥u∥2

∥u∥

)
(1)

ここで，概念 v（下位語）が概念 u（上位語）に包含されるため
の幾何学的条件は，二つのベクトルのなす測地的角度 Ξ(u,v)

が，上位語 uの形成する円錐の広がりに収まること，すなわ
ち以下の条件を満たすことである．

Ξ(u,v) ≤ ψ(u) (2)

測地的角度 Ξ(u,v) は以下のように定義される．

Ξ(u,v) = cos−1 ⟨u,v⟩(1 + ∥u∥2)− ∥u∥2(1 + ∥v∥2)
∥u∥ · ∥u− v∥

√
1 + ∥u∥2∥v∥2 − 2⟨u,v⟩

(3)

また，エネルギー関数 E(u,v)を以下のように定義する．

E(u,v) = max(0,Ξ(u,v)− ψ(u)) (4)

モデルの学習においては，正例集合 P のエネルギーを最小化
し，負例集合N のエネルギーがマージン γ以上となるように
以下の損失関数 L を最小化する．

L =
∑

(u,v)∈Pos

E(u,v) +
∑

(u′,v′)∈Neg

max(0, γ − E(u′,v′)) (5)

この最適化により，双曲空間上に幾何学的に整合した階層構
造が構築される．
3.3 学習データの前処理
本研究では先行研究 [6]に倣い，以下の手順で学習データセッ
トの構築を行う．23 (1)関係性の抽出：WordNet [5]のSynsetID

に基づき，名詞間の上位語・下位語関係 (Hypernym-Hyponym)

を抽出する．(2)関係性の分類：推移閉包（Transitive closure）
および推移簡約（Transitive reduction）を計算し，直接の親子
関係にあたる「BASICエッジ」と，それ以外の推移的な「NON-

BASICエッジ」に分類する．(3)データ分割： 全データを学
習用 (Train)，検証用 (Valid)，評価用 (Eval)に分割する．階

2https://github.com/dalab/hyperbolic_cones
3https://github.com/facebookresearch/poincare-embeddings
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層構造の維持に不可欠なBASICエッジは全ペアを学習データ
に含め，追加する NON-BASICエッジの割合を変化させて精
度を比較する．(4)フィルタリング： 日本語分類器としての
性能を測るため，評価用データからは日本語訳が存在しない
ペアを除外する．ただし，学習用データについては，グラフ
構造の連続性を維持するためこのフィルタリングは行わない．
4 自然言語推論システムへの統合
次に，構築した分類器を自然言語推論システムへと統合す
る枠組みを提案する．
4.1 動的な公理追加の枠組み
wani は，構築済みの分類器を入力の一部として受け取った
場合，後ろ向き推論の一環として双曲分類器 oracleを用いた
推論を実施するかを都度判断する．wani における後ろ向き推
論は，前提と仮説が与えられたとき，仮説に対して DTT の
規則の一部を適用することでサブゴールを生成し探索を進め
る処理を指す．この過程において生成されたサブゴールの仮
説が述語（DTT上では定項）に 1 つ以上の項が与えられた形
式であるとき，wani は分類器を用いた推論を行う．本節にお
ける述語は，与えられた項についての性質を表すものと仮定
している．分類器を用いた推論では，まず，前提の中でサブ
ゴールの仮説と同一の項を持ち，述語部分のみが異なるもの
を探索する．次に，その述語部分を下位語候補，サブゴールの
述語部分を上位語候補として分類器に与える．分類器によっ
て算出された確率があらかじめ学習時に定めた閾値を上回る
場合は．wani は対象となるサブゴールが導き出されたものと
して扱う．
4.2 分類器Oracleによる包含関係の判定
学習済みモデルに基づく分類器 oracleは上位語候補の埋め
込み u と下位語候補の埋め込み vを入力とする．両者の間に
包含関係が成立する確率は、3.2節で述べた測地的角度 Ξと半
頂角 ψを用いて以下のように定義される．

oracle(u,v) =
1

1 + eΞ(u,v)−ψ(u)
(6)

この確率が，あらかじめ学習時に定めた閾値を上回るかどう
かで包含関係が判定される．
5 実験
5.1 実験設定
本研究では，Order Embedding [13], Poincaré Embedding

[8], Hyperbolic Entailment Cones [6] の 3手法でそれぞれ学
習を行い，その精度を比較する．学習時に設定したパラメー
タは付録 Aを参照されたい．
5.2 学習結果
各手法での学習の F1値は，付録 Bの通りである．全手法
において訓練データにNON-BASICなエッジを追加する割合
が増加するに従い，F1 値が向上する傾向が確認された．特
に，10次元以下という低次元においてHyperbolic Entailment

Conesが高精度を達成したという結果は，指数関数的に増加
するWordNetの階層構造を低次元に歪みなく埋め込めている
ことを示している．これらの結果は先行研究であるGanea et

al.(2018)[6]の結果と整合しており，本研究の実装が各手法の
モデル特性を正しく再現できていることが確認された．
5.3 oracle単体の精度評価
本研究では，前節で学習したモデルに基づき，自然言語推論
システムに統合する双曲分類器 oracleを Haskellを用いて実
装し，精度評価を行った．埋め込み次元 10，90％の学習結果

の埋め込みを用いた評価の結果，F1 = 92.85% を達成した．
これは Pythonによる学習時の評価と同程度であり，十分な判
定能力を備えていることを確認した．
5.4 自然言語推論システムの評価
自然言語推論システムに oracleを統合し，導入前後での推
論結果を比較評価した．語彙的な包含関係に関する世界知識
を必要とするテストデータを独自に計 12個作成した．その一
例を以下に示す．

前提 太郎はりんごを食べる。
仮説 太郎は果物を食べる。

従来手法では，「りんごは果物である」という知識が明示的
に公理として与えられない限り，推論結果は Unknownとな
る．一方，提案手法である oracleを導入した場合，明示的な
前提の追加なしに Yes という推論結果が得られる．付録C は
本事例における証明図の一部である．ここでは，「りんご」と
「果物」の包含関係を必要とした際，内部で oracleが呼び出さ
れ，双曲分類器の判定に基づき動的に公理を生成している様
子が確認できる．

表 1: oracle導入前
Yes No Unk Other

Yes 0 0 0 0

No 0 0 0 0

Unk 9 0 3 0

Other 0 0 0 0

表 2: oracle導入後
Yes No Unk Other

Yes 9 0 0 0

No 0 0 0 0

Unk 0 0 3 0

Other 0 0 0 0

表 1,2 の通り，oracle導入前には正解が Yes である 9 事例
すべてが Unknown と判定されていた．これに対し導入後に
は 9 事例すべてが Yes へと改善された．この結果から，本手
法が人手による知識付与のコストを大幅に削減しつつ，自然
言語推論の適用範囲を拡張できることが示された．
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付録

A 学習時に設定したパラメータ

Item OrderEmb Poincaré HypCones

埋め込み次元 5 / 10 5 / 10 5 / 10

学習率 (LR) 1× 10−1 1× 10−4 3× 10−4

エポック数 500 300 300

最適化手法 SGD ExpMap RSGD

負例サンプル数 10 10 10

マージン (γ) 1.0 — 0.01

初期化モデル None Poincaré Poincaré

負例の付与先 parent child parent

B 実験結果

Embedding Dimension = 5

Model 0% 10% 25% 50% 90%

Order 38.0% 72.7% 78.3% 83.3% 87.4%

Poincaré 28.6% 55.2% 73.8% 79.4% 82.4%

Cones 29.9% 73.2% 75.1% 92.0% 93.3%

Embedding Dimension = 10

Model 0% 10% 25% 50% 90%

Order 46.0% 72.4% 81.4% 87.0% 87.0%

Poincaré 30.2% 68.0% 82.3% 84.5% 86.3%

Cones 30.9% 76.9% 87.9% 92.8% 93.9%

C 証明図の中で oracle が用いられている箇所
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